Probabilistic prediction of solar power supply to distribution networks, using forecasts of global horizontal irradiation
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A B S T R A C T

This paper presents a mathematical model for the prediction of the probabilities of reverse power flow exceeding predefined critical thresholds at feed-in points of a distribution network. The parametric prediction model is based on hourly forecasts of global horizontal irradiation and uses copulas, a tool for modeling the joint probability distribution of two or more strongly correlated random variables with non-Gaussian (marginal) distributions. The model is used for determining the joint distribution of forecasts of global horizontal irradiation and measured solar power supply at given feed-in points, where respective sample datasets were provided by Deutscher Wetterdienst and the N-ERGIE Netz GmbH. It is shown that the fitted model replicates important characteristics of the data such as the corresponding marginal densities. The validation results highlight strong performance of the proposed model. The copula-based model enables to predict the distribution of solar power supply conditioned on the forecasts of global horizontal irradiation, thus anticipating great fluctuations in the distribution network.

1. Introduction

In the recent decade, the global annually installed capacity of solar power increased rapidly, reaching 98 Gigawatts in 2017 alone. Compared to other power generation sources connected to electricity networks, solar power has the greatest capacity installed in 2017, followed by wind power with 52 Gigawatts, gas power with 38 Gigawatts, coal power with 35 Gigawatts and various other sources adding up to 37 Gigawatts. Although the global capacity of solar power installed in 2017 already exceeded most expectations, solar analysts predict even further increase of the annually installed capacity for the future. Thus, it comes as no surprise that the worldwide installed capacity of solar power is estimated to exceed 1 Terrawatt by 2022 (SolarPower Europe, 2017).

The increase in solar penetration causes greater fluctuations in the power supply, which might result in increasing overload problems and voltage violations (Karimi et al., 2016). To tackle the upcoming challenges for distribution network operators, suitable computer-based models are developed. Since solar power is a variable power source, better forecasts of solar power supply are useful to predict oversupply events and reduce the curtailment (Bird et al., 2014). Moreover, planning maintenance becomes easier and bids in electricity markets can be better estimated. For a deeper understanding of the economical value of forecasting solar power supply we refer to Antonanzas et al. (2016).

Most prediction models of solar power supply rely on weather forecasts as input (Antonanzas et al., 2016). Usually, these weather forecasts are the result of a complex modeling process starting with numerical weather prediction models based on data assimilation that use all kinds of meteorological observations in real time including e.g. temperature, wind, pressure, humidity, as well as geospatial data as input information (Coiffier, 2011). Based on this data, the task of numerical weather prediction models such as the high resolution version COSMO-DE of the Consortium for Small-scale Modeling (COSMO) run by Deutscher Wetterdienst (DWD) is to solve differential equations for modeling the spatio-temporal evolution of meteorological variables and simulate physical processes (Baldauf et al., 2011). However, numerical weather prediction models are subject to systematic errors and not all weather phenomena are simulated and need to be interpreted therefore. For these reasons, statistical post-processing methods are applied. For example, DWD runs Model Output Statistics (MOS) techniques (Hess et al., 2015), which are based on multiple linear and logistic regression models (Jobson, 1991). The regression models fit historical data of the direct output of numerical models to corresponding observations from synoptic stations. In operational use, the fitted regression models
calibrate and interpret the output of numerical weather predictions resulting in deterministic and probabilistic forecasts for various meteorological variables (Heinemann et al., 2006).

Since energy conversion by solar plants mainly depends on direct and diffuse radiation, our prediction model is based on deterministic and statistically post-processed forecasts of global horizontal irradiation (GHI). Other meteorological variables such as ambient temperature, wind velocity, humidity and dust may also influence the energy conversion and have been used in the literature (Kaldellis et al., 2014; Mekhilef et al., 2012). Moreover, probabilistic models which take into account the spatio-temporal correlation between these variables were also proposed. Almeida et al. (2015) developed a non-parametric quantile regression forest model which takes as training input temperature, wind speed, wind direction, humidity, sea level pressure and cloud cover at different levels. Bessa et al. (2015) proposed a vector auto-regressive model with time series information collected at different locations on a smart grid as input. In Zhang et al. (2016) a Gaussian conditional random field model was applied, where historical forecasts and solar power measurements were considered at many solar sites. Huang and Perry (2016) estimated prediction intervals based on a $k$-nearest neighbor regression and added to deterministic forecasts computed by gradient boosting, where weather variables such as solar radiation, temperature, cloud ice water content, wind speed were considered. Solar power measurements at adjacent solar farms were included as explanatory regression variables. In contrast we apply a copula model which only considers the GHI forecasts, the most important explanatory variable for energy conversion. This simplifies the fitting procedure of the model due to a smaller number of parameters, while still capturing the correlation structure between weather conditions and solar power supply.

Copulas are a mathematical tool to model the joint distribution of two or more random variables. In the context of renewable energies, they were first applied for the probabilistic prediction of wind power generation, see e.g. Papaefthymiou and Kurowicka (2009); Wang et al. (2014), Lu et al. (2014). Recently, copula models have also been used for statistical analysis of data on solar power generation. For example, Golestaneh et al. (2016a,b) applied quantile regression to non-parametrically compute conditional marginal densities of solar power supply for neighboring solar plants, given numerical weather prediction forecasts. Then, in a next step, multivariate Gaussian copulas were used in Golestaneh et al. (2016a) to determine the joint conditional distribution of solar power supply at neighboring plants with the previously computed non-parametric conditional marginal densities. Golestaneh and Gooi (2017) compared Gaussian copulas with multivariate R-vine copulas. However, in both papers copulas were merely used to model the spatial relationship between solar power supply at neighboring plants. More recently, Panamtash et al. (2020) proposed a similar copula-based model, where bivariate copulas are applied to improve prior probabilistic forecasting done by traditional forecasting methods such as multiple linear regression, artificial neural networks, gradient boosting, random forests and autoregressive integrated moving average. The results showed that copulas capture the joint probability distribution of solar power and temperature effectively. In Panamtash et al. (2020), ambient temperature has been considered as input variable, while we focus on the correlation between GHI forecasts and solar power supply.

Given a weather forecast, our proposed model computes conditional probabilities of reverse power flow exceeding predefined critical thresholds at feed-in points of a distribution network. To implement the prediction model, the first step is to fit univariate (so-called marginal) probability distributions using historical data of hourly GHI forecasts and hourly averages of measured solar power supply. The second step is to model the joint probability distribution of GHI forecast and solar power supply by applying copula theory (Durante and Sempi, 2015; Nelsen, 2006; Joe, 2014). Finally, the third step is to compute the conditional probability distribution of solar power supply based on the fitted joint and marginal distributions. Taking a real-time GHI forecast as input, a probabilistic prediction of solar power supply for the same time horizon as the weather forecast can be computed by the prediction model.

The rest of this paper is organized as follows. In Section 2, the data used in this paper is described, including its pre-processing and analysis. The model and its fitting procedure is explained in Section 3. The fitted model characteristics and the validation of the prediction model are discussed in Section 4, where also the performance of the proposed model is compared with that of the quantile regression technique, one of the most frequently used probabilistic prediction method (see, for instance, Bacher et al. (2009), Zamo et al. (2014), Massidda and Marrocu (2018), Lauret et al. (2017), Golestaneh et al. (2016b), Alessandri et al. (2015) ). Finally, Section 5 concludes.

2. Data

The modeling approach for the prediction of solar energy supply, proposed in the present paper, is a parametric probabilistic model which is based on copulas (Durante and Sempi, 2015; Nelsen, 2006; Joe, 2014). Compared to conventional photovoltaic performance models, a probabilistic model is more flexible, but needs historical data as input (Antonanzas et al., 2016). In particular, the general modeling idea is not concerned with physical attributes of the datasets, e.g. the locations of the measurement points. Our probabilistic modeling approach and its application are illustrated by using suitable sample datasets provided by DWD and the N-ERGIE Netz GmbH (NNG). For calibration and validation of our model, the time frame covering the months May, June and July of the years 2015 till 2017 is considered, resulting in 273 days.

2.1. Description of data

The fitting of our model is based on two datasets, namely GHI forecasts provided by DWD and measured solar power supply provided by NNG.

The first dataset consists of hourly GHI forecasts (in kJ/m²), statistically interpreted based on synoptic observations and numerical forecasts of COSMO-DE-EPS, the ensemble system of COSMO-DE at DWD. The forecasts are issued every three hours with forecast lead times up to 19 h. For the time frame mentioned above, the forecasts are available on a 20 km x 20 km grid covering Germany and parts of neighboring countries, see Fig. 1. However, there is no GHI forecast generated for grid points and forecasts times with a local solar elevation angle of less than 5 degrees at the beginning or end of the forecast hour.

The second dataset, provided by NNG, records the amount of electricity, which was generated by solar plants, supplied to the distribution network and measured at its feed-in points. These amounts of solar power supply are 15-min average values. Each of the 168 feed-in points, considered in this paper, is connected with at least one solar plant with nominal capacity of the connected solar plants ranging from 0.25 up to 10 Megawatts.

In Fig. 1 the considered feed-in points of NNG are visualized. The corresponding supply area covers ca. 8000 km².

2.2. Data preprocessing

At first temporal and spatial compatibility between the datasets has to be established. Temporal compatibility can be easily realized by calculating the averages of solar power supply for each hour. For spatial compatibility we consider two different hierarchy levels in the distribution network. On the one hand we are interested in the GHI forecasts and amounts of solar power supply at the feed-in points, on the other hand we want to apply our model to communities, i.e. sets of neighboring feed-in points, as well. Therefore, we match GHI forecasts and amounts of solar power supply to feed-in points and communities,
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2.2.3. Selection of data
Due to maintenance, repair work and risk of overloading, some solar
plants might have to be shut down for certain time periods. Since these
actions are not directly related with weather phenomena, corre-
Fig. 1. Forecast grid of DWD (blue) and feed-in points of NNG (red). The (ap-
propriately dilated) convex hull (grey) of all feed-in points in the zoom-in of the
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and Ingolstadt (IN) are depicted (black). (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this
article.)
see Sections 2.2.1 and 2.2.2.

2.2.1. Spatial compatibility for feed-in points
In this section we consider the problem to match the amount of solar
energy measured at every feed-in point to a single GHI forecast. For
simplicity, the locations of solar plants are assumed to coincide with the
locations of their feed-in points. Since the hourly averages of forecasted
GHI are practically the same on such small spatial scales, the error in-
introduced by this assumption is negligible. The GHI forecast at a certain
feed-in point has been estimated by interpolating the GHI forecast at the
grid points of the 20 km × 20 km grid, see Fig. 1. This is done by bilinear interpolation, see Hammerlin and Hoffmann (2012).

2.2.4. Rescaling the data
For an easier comparison of the datasets with different scales, the
rescaled and interpolated data of solar power supply and GHI
forecast for feed-in points are analyzed in order to highlight their strong
correlation and their spatial disparities. We consider the time frame
May, June and July of the years 2015 till 2017 (11–12 UTC), denoted
by T, and GHI forecasts with forecast lead time of one hour. The
method, described in Section 2.2, is applied for each feed-in point and
dataset separately, where the rescaling parameters a and b, in Section
2.2.4, are set to the minimum and maximum of each dataset in T.

Therefore, the local empirical correlation coefficient of GHI forecasts
and amounts of solar power supply at each feed-in point ℓ, denoted by
ρ(ℓ), is computed. Note that the empirical correlation coefficient ρ(ℓ) is defined as

\[
\rho(\ell) = \frac{\sum_{t \in T} \left( r(\ell, t) - \bar{r}(\ell) \right) \left( s(\ell, t) - \bar{s}(\ell) \right)}{\sqrt{\sum_{t \in T} (r(\ell, t) - \bar{r}(\ell))^2 \sum_{t \in T} (s(\ell, t) - \bar{s}(\ell))^2}},
\]

where r(ℓ, t) and s(ℓ, t) are the preprocessed GHI forecast and solar
power supply for forecast time t, respectively, and \( \bar{r}(\ell) \) and \( \bar{s}(\ell) \) are the corresponding time averages.

In Fig. 2, the results are visualized, which we obtained for the local
empirical correlation coefficients, where the Region of Interest (ROI),
i.e., the (appropriately dilated) convex hull of all feed-in points, is de-
composed into the Voronoi tessellation generated by the feed-in points.
The value computed for a feed-in point is assigned to the entire Voronoi
cell of this point.

In general, Fig. 2 shows rather high empirical correlation coefficients for all feed-in points, but also the existence of significant dif-
fences between feed-in points. By depicting the local means of the preprocessed datasets in Fig. 3, which are obtained by averaging over the 273 days considered in this paper, this observation becomes even

simple way to remove such effects from data is to consider each hour of
the day and feed-in point separately.
Lastly, by matching both data sets, all hours which have no mea-
surement of solar power supply or GHI forecast are removed. This in-
cludes all night hours, see Section 2.1.

\[
\phi_{a,b}(x) = (1 - 2c)(x - a)/(b - a) + c,
\]
where c > 0 is close to zero. If a is the minimum and b the maximum of
the dataset under consideration, then, \( \phi \) maps onto the interval
[\( c, 1 - c \)]. For c > 0 close to zero, [\( c, 1 - c \)] approximates the open
interval (0, 1). Thus, we use c = 0.001 in this paper.
more evident. Indeed, the map of local means of the GHI forecasts does not show the same kind of pattern as the one of the solar power supply, see Fig. 3. Thus, there have to be other factors except GHI forecasts, e.g., physical characteristics of the solar plants connected with the feed-in points, influencing the local means of solar power supply shown in Fig. 3.

As a conclusion of this empirical analysis, our modeling approach has to consider the interdependence of GHI forecasts and solar power supply, see Fig. 2. Moreover, Fig. 3 indicates that the parameters of the probability distributions considered in this paper should be determined for each feed-in point separately to take into account their spatial variability.

3. Copula-based model for the prediction of solar power supply

In many fields, where risk must be managed, probabilistic predictions are preferred as they allow to quantify the uncertainty. In our case, given some probability estimation for the occurrence of a critical feed-in event, distribution network operators might make their decisions individually based on how much risk they want to take. Further advantages of probabilistic forecasts are discussed, e.g., in Antonanzas et al. (2016).

3.1. Modeling approach

For simplicity, we consider preprocessed solar power supply and preprocessed GHI forecast at a certain location in the distribution network for a single time of day and forecast lead time. Both are interpreted as realizations of some random variables $R$ and $S$, which are strongly correlated as Fig. 2 in Section 2.3 depicts. The support of $R$ and $S$ is the interval $[0, 1]$, because of the rescaling transformation given in Eq. (1).

Given a GHI forecast $r$ the conditional probability of solar power supply exceeding a certain threshold $v \in [0, 1]$ can be written in the following form:

$$P\left( S \geq v \mid R = r \right) = \int_{v}^{1} f_{S|R}(s|r) \, ds$$

where $f_{S|R}$ is the conditional density of the random variable $S$ given $R$, $f_{S|R}(s|r)$ the joint density of the random variables $S$ and $R$, and $f_{R}$ the marginal density of $R$. Thus, our task lies in modeling the marginal and joint distributions of $S$ and $R$.

The proposed method can be decomposed in the following two steps:

1. derive a parametric form of the marginal densities $f_{R}$ and $f_{S}$ of the random variables $R$ and $S$;
2. use a copula and the marginal densities $f_{R}$ and $f_{S}$ to model the joint density function $f_{S,R}$.

Then, the conditional level-crossing probabilities $P(S \geq v|R = r)$ can be computed using Eq. (4). In the following, these two steps are further explained in detail.

3.1.1. Model for the marginal densities

Vale (2015) investigated several types of parametric distributions for solar irradiation in Lisbon with respect to the day time and month, where it is concluded that the mixed beta distribution is the best fit for most months of the year. However, the difference in the considered time frame and location might influence the quality of fits for the tested distribution types.

In Section 4.1.1, we demonstrate that the mixed beta distribution is indeed suitable for GHI forecasts and also for solar power supply. Therefore, we choose the models of the marginal densities $f_{S}$ and $f_{R}$ to be a mixture of beta densities. The family of beta distributions allows for various shapes of probability density functions.

Given a mixing parameter $q \in (0, 1)$ and two densities of beta distributions $f_{i} : R \rightarrow [0, \infty)$ with $i \in \{1, 2\}$, the probability density $f_{\alpha} : R \rightarrow [0, \infty)$ of the mixed beta distribution of a random variable $X$ is given by

$$f_{x}(x) = qf_{1}(x) + (1 - q)f_{2}(x)$$

for all $x \in R$. For $i \in \{1, 2\}$, the beta density $f_{i}$ has two shape parameters $a_{i} > 0$ and $b_{i} > 0$, and is defined by

$$f_{i}(x) = \frac{\Gamma(a_{i} + b_{i})}{\Gamma(a_{i})\Gamma(b_{i})} x^{a_{i} - 1}(1 - x)^{b_{i} - 1}$$

for $x \in (0, 1)$ and $f_{i}(x) = 0$ otherwise, where $\Gamma$ denotes the gamma function. Then, the marginal densities $f_{S}$ and $f_{R}$ take the form of the mixed density given in Eq. (5) and are specified by five parameters each. The determination of these parameters is explained in Section 3.2.

3.1.2. The copula model

If $R$ and $S$ were independent random variables, the bivariate density function $f_{S,R}$ would turn out to be the product of the univariate densities $f_{S}$ and $f_{R}$. But, in fact, the random variables $R$ and $S$ are strongly correlated as depicted in Fig. 2. Therefore, the design of a parametric joint density is more complex.

To calculate the joint density with the non-Gaussian marginal densities fitted in Section 3.2, a parametric modeling approach based on Sklar’s theorem is applied (Durante and Sempi, 2015). This fundamental result of copula theory allows us to represent the bivariate joint distribution function of two random variables by superposing a copula function upon the marginal distribution functions. Note that a copula is defined as the joint cumulative distribution function $C : [0, 1] \times [0, 1] \rightarrow [0, 1]$ of a two-dimensional random vector $(U, V)$ with components $U$ and $V$ uniformly distributed on $[0, 1]$, see Nelsen (2006) for further details.

Let $(R, S)$ be the two-dimensional random vector consisting of the random variables $R$ and $S$ introduced above with joint cumulative
distribution function \( F_{R,S}(r,s) : \mathbb{R}^2 \to [0,1] \) and marginal distribution functions \( F_R \) and \( F_S \). Then, Sklar’s theorem says that a copula function \( C : [0, 1] \times [0, 1] \to [0, 1] \) exists such that
\[
F_{R,S}(r,s) = C(F_R(r), F_S(s))
\]
(7)
for all \( r, s \in \mathbb{R} \). Note that Eq. (7) can be written in the following differential form:
\[
f_{R,S}(r,s) = f_R(r)f_S(s)c(F_R(r), F_S(s)),
\]
(8)
where \( f_{R,S}, f_R, f_S \) and \( c \) are the densities corresponding to the cumulative distribution functions \( F_{R,S}, F_R, F_S \) and \( C \). Using (8), the conditional density function \( f_{R|S}(s|r) \) of solar power supply given a GHI forecast \( r \) can be computed by
\[
f_{R|S}(s|r) = \frac{f_{R,S}(r,s)}{f_S(r)} = f_R(r)cF_S(r, F_S(s)).
\]
(9)
Thus, to determine the conditional level-crossing probability considered in (4), we estimate the marginal densities \( f_R \) and \( f_S \), which leads to estimates of the corresponding distribution functions \( F_R \) and \( F_S \), and the copula density \( c \) in Eq. (9). For the estimation of \( c \) we apply Archimedean copulas. Archimedean copulas are a commonly considered class of copulas which can be given by analytical formulas and are therefore especially easy to handle.

A function \( g : [0,1] \to [0,\infty] \) is called an Archimedean generator if \( g \) is continuous, strictly decreasing and satisfies \( g(1) = 0 \). The pseudo-inverse \( g^{-1} \) of an Archimedean generator \( g \) is an extension of the inverse function \( g^{-1} \) defined as
\[
g^{-1}(t) = \left\{ \begin{array}{ll}
g^{-1}(0), & t \geq 0 \\
0, & g(0) < t < \infty
\end{array} \right.
\]
(10)
The Archimedean copula generated by \( g \) is then given by
\[
C(u,v) = g^{-1}(g(u) + g(v))
\]
(11)
for \( u, v \in [0,1] \).

In this paper, we focus on four parametric types of Archimedean copulas, see Table 1, each of them having a single parameter \( \theta \in \mathbb{R} \) to be fitted.

### 3.2. Model fitting procedure

In this section, we describe the procedure to find the best model parameters of the marginal densities \( f_R \) and \( f_S \), which are modeled by mixtures of beta densities, see Eq. (5). Next, we detail the method to search for the copula type and the copula parameter \( \theta \), which gives us the best fit to the data. Both fitting procedures are based on the maximum likelihood estimation (MLE) principle, see Wilks (2011).

#### 3.2.1. Fitting marginal densities

There are five parameters to be determined for each marginal density \( f_R \) and \( f_S \): the mixing parameter \( q \), the shape parameters \( a_1 \) and \( b_1 \) of the first beta density \( f_R \), and the shape parameters \( a_2 \) and \( b_2 \) of the second beta density \( f_S \), see Eq. (5).

The main idea is to consider the maximum of a certain product of likelihood functions. Note that the likelihood function is defined, in the case of the random variable \( R \), by
\[
L(\beta | r) = f_R(r),
\]
(12)
where \( \beta = (q, a_1, b_1, a_2, b_2) \) is the set of parameters and \( r \) is a GHI forecast. If we consider the dataset \( r_1, \ldots, r_n \) and assume that the observations \( r_1, \ldots, r_n \) are independently sampled realizations of the random variable \( R \) (\( n \) is the total number of observations), then the MLE consists in maximizing the function
\[
L(\beta | r_1, \ldots, r_n) = \prod_{i=1}^n L(\beta | r_i)
\]
(13)
\[
= \prod_{i=1}^n f_R(r_i)
\]
(14)
\[
= \prod_{i=1}^n q f_R(r_i) + (1 - q) f_S(r_i).
\]
(15)
where the densities \( f_R \) and \( f_S \) depend on the parameters \( a_1, b_1, a_2 \) and \( b_2 \) for the marginal density of GHI forecasts are the solution of the maximization problem
\[
\arg \max_{\theta} \mathbb{E}_q[a_1, b_1, a_2, b_2] \sum_{i=1}^n \log(q f_R(r_i) + (1 - q) f_S(r_i)).
\]
(16)
The estimated parameters for the marginal density \( f_R \) of the solar power supply are the solution of an analogous maximization problem.

Note that the maximization problem stated in (16) is difficult to solve because of its high dimensionality. The iterative expectation-maximization algorithm (EM algorithm) proposed in Dempster et al. (1977) is particularly appropriate to deal with the maximization of such functions as it enables us to decompose the maximization problem stated in (16) into easier sub-problems. For further details regarding the EM algorithm, see Hastie et al. (2009), Leisch (2004).

#### 3.2.2. Fitting the copula function

To estimate the copula parameter \( \theta \), see Table 1, the inference function for marginals method proposed in Joe and Xu (1996) is applied. The first step of this method is to estimate the marginal distributions, as described in Section 3.2.1. In the second step, the copula parameter \( \theta \) is fitted using the MLE principle based on the previously estimated marginal distributions.

Indeed, for each copula type in Table 1, the copula density \( e^{(\theta)} \) can be obtained by differentiating Eq. (11) in dependence of the copula parameter \( \theta \). Using Eq. (8) and the previously fitted marginal distributions we compute the joint density \( f^{(\theta)}_{R,S}(r,s) \) for each copula type in dependence of \( \theta \). Then, we apply the MLE method to fit the joint density \( f^{(\theta)}_{R,S}(r,s) \) for each copula type to the data. As a result, we get an estimate of \( \theta \) and the corresponding maximum of the product of likelihood functions for each copula type. We choose the copula type and its copula parameter, which gives the largest maximum.

Note that the inference function for marginals method represents a certain break with the classical MLE principle, where all model parameters, including the parameters of the marginal distributions, are simultaneously estimated. As an alternative, in Joe (2014) it is proposed to use the components of parameter vector \( \beta \) determined by the two-step procedure in Section 3.2.1 as initial values for iterative numerical methods, which estimate all model parameters simultaneously. But this has not been done in the present paper.
4. Results

To begin with, in Section 4.1, we present the results which we obtained when fitting the model to the pre-processed data at the feed-in points. In Section 4.2, the performance of the prediction model using various validation scores are studied. Section 4.3 quantifies the economic value of the prediction model based on the value score. In Section 4.4, the performance of the copula model are compared to the ones of a quantile regression model. Finally, we check the performance of the fitted models for communities in Section 4.5.

4.1. Fitted model characteristics

The idea of the model fitting procedure was described in Section 3.2. To illustrate the results, which we obtained for the fitted model, we consider an exemplary feed-in point \( \ell_0 \). The marginal distributions of GHI forecasts and the copula parameter are fitted for each hour of the day and forecast lead time separately, whereas the marginal distributions of solar power supply are fitted for each hour of the day. Both datasets are spanning over May, June and July of the years 2015 and 2016, 11–12 UTC. Thus, each of the datasets has about 180 timestamps.

4.1.1. Fitted marginal densities

The histograms in Fig. 4 visualize the empirical distribution of GHI forecasts and solar power supply for the feed-in point \( \ell_0 \). For data of length \( n \) the \( k \) equally distant bins of both histograms are determined by Scott’s rule, see Scott (2011), i.e.,

\[
k = [1 + \log(n)].
\]

If we sum up both suitably weighted curves we get the grey curve in Fig. 4, which is the fitted mixed beta density.

From visual inspection of the empirical marginal distributions of the random variables \( R \) and \( S \), we observe two modes in the histograms. We see that the fitted marginal densities approximate the shapes of both histograms quite accurately. Therefore, from a qualitative point of view a mixed distribution should be applied.

A quantitative assessment is also provided with the computation of the Akaike information criterion (AIC) for five different distribution types (for each feed-in point), see Fig. 5. The AIC compares the fit for different distribution types while penalizing choices with a larger number of fitted parameters. It is defined by

\[
AIC = 2k - 2\log(L),
\]

where \( k \) is the number of fitted parameters. The smaller the AIC the better the fits of the distribution. Fig. 5 shows that the mixed beta distribution fits the GHI and solar power supply better than the other considered distribution types.

4.1.2. Variation in the marginal densities

Let \( R_i \) and \( S_i \) denote random variables with the beta densities \( f_i \) and \( f_j \), respectively, considered in Eq. (5), likewise for \( S_i \) and \( S_j \). Thus, the random variables \( R_i \) and \( R_j \) are related to the two underlying beta densities of the random variable \( R \) and \( S_i \) and \( S_j \) to the ones of the random variable \( S \). For all feed-in points we computed the expectation and variance of the random variables \( R_i \) and \( S_j \) using the equations

\[
E(Z) = \frac{a_i}{a_i + b_i},
\]

\[
\text{Var}(Z) = \frac{a_i b_i}{(a_i + b_i + 1)(a_i + b_i)^2},
\]

where \( Z \) is a random variable designating either \( R_i \) or \( S_i \), and \( a_i, b_i > 0 \) are the shape parameters introduced in Section 3.1.1. The computed expectations and variances over the entire ROI are summarized in Fig. 6.

Note that the width of most of the boxplots is quite large. This indicates that applying averages of the density parameters over all feed-in points might introduce inaccuracies into the model. Thus, the fitting of the density parameters should be done for each feed-in point separately as it was already mentioned in Section 3.2.1.

4.1.3. Fitted copula and two-dimensional density function

As described in Section 3.2.2, we computed the copula parameter \( \theta \) and the maximum of the log-likelihood function for each copula type and feed-in point separately. The results are depicted in Table 2 for feed-in point \( \ell_0 \). Table 2 shows that the Frank copula has the largest maximum of the log-likelihood function. Thus, for \( \ell_0 \) the Frank copula performs better than the other copula types considered in Table 1.

Altogether, for 166 feed-in points out of the 168 considered feed-in points, see Section 2.1, the Frank copula was determined as best fit while for only two feed-in points a different copula type performed better. Therefore, in order to reduce computational complexity, we decided to apply the Frank copula to all feed-in points.

The copula parameter \( \theta \) expresses how strongly the random variables \( R \) and \( S \) are correlated. Note that for each feed-in point \( \ell \), Spearman’s rank correlation coefficient \( r_c(\ell) \) of \( R \) and \( S \) can be written as

\[
r_c(\ell) = 12 \int_0^1 \int_0^1 C_\ell(u, v) \, dudv - 3,
\]

where \( C_\ell \) is the copula function fitted to the data at \( \ell \), see Schweizer and Wolff (1981). In Fig. 7 the local Spearman’s rank coefficients are visualized. High correlations, but also spatial disparities, can be observed.

![Fig. 4. Histograms of rescaled GHI forecasts and rescaled solar power supply with fitted mixed beta density (grey) and weighted component distributions (blue and red) for feed-in point \( \ell_0 \). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)](image-url)
4.2. Validation based on scores

The proposed copula model was validated using various validation scores, such as the Brier skill score or the continuous ranked probability score, widely applied in the field of weather forecasting, see Wilks (2011). Recall that for model fitting we used datasets spanning over May, June and July of the years 2015 and 2016. For validation we consider the data in the time frame May, June and July of the year 2017.

4.2.1. Notation

In the following we consider GHI forecasts \( r_i \) and corresponding measurements of solar power supply \( s_i \) where the index \( i \) belongs to the validation set \( I_{val} = \{1, ..., n\} \). We compute the conditional level-crossing probabilities \( p(v) = P(S \geq v | R = r_i) \) for solar power supply exceeding the level \( v \in [0, 1] \). The occurrence of the event that solar power supply \( s_i \) exceeds the level \( v \) is denoted by \( o_i = I(v, s_i) \), where \( I \) is the indicator function defined as

\[
I(v, s) = \begin{cases} 
1, & \text{if } s \geq v, \\
0, & \text{if } s < v.
\end{cases}
\]

Thus, for each level \( v \) and index \( i \in I_{val} \), we consider the pair \((p(v), o_i(v))\) of the probability and occurrence of the event \([S \geq v]\) for a given feed-in point, hour of the day and forecast time.

4.2.2. Bias

The bias of our prediction model is defined as
bias(v) = \frac{1}{n} \sum_{i=1}^{n} \left( p_i(v) - o_i(v) \right).
\tag{23}

Note that the quantity \(\text{bias}(v)\) takes values in \([-1, 1]\) for each \(v \in [0, 1]\).

In the ideal case, a good prediction model is unbiased, i.e., \(\text{bias}(v)\) is equal to zero.

However, an unbiased prediction model does not necessarily generate useful predictions. For instance, if all probabilities are equal to the relative frequency of the occurrences of the considered event, then the predictions are the same for all days. Such a prediction model would be unbiased, but it holds no information in regard to short term changes.

4.2.3. Brier score

Another measure of accuracy is the Brier score defined by

\[ \text{bs}(v) = \frac{1}{n} \sum_{i=1}^{n} (p_i(v) - o_i(v))^2. \tag{24} \]

The Brier score takes its values in the interval \([0, 1]\). It represents the mean squared differences between our predictions and the actual events. Thus, the Brier score of a good prediction model should be near zero.

The Brier score encompasses many important characteristics of a prediction model. Using the algebraic decomposition of the Brier score, more information on the model performance can be obtained (see Wilks (2011)). For a level \(v\), the Brier score \(\text{bs}(v)\) can be expressed in terms of the reliability \(\text{rel}(v)\), resolution \(\text{res}(v)\) and uncertainty \(\text{unc}(v)\), where

\[ \text{bs}(v) = \text{rel}(v) - \text{res}(v) + \text{unc}(v). \tag{25} \]

The definition of the reliability and resolution requires to partition the unit interval \([0,1]\) into sub-intervals \(B_1, \ldots, B_n\). Then, each sub-interval \(B_j\) contains \(n_j\) values of forecasts \(p_i(v)\) associated to the indicators of the occurring events \(o_i(v)\). Furthermore, by \(\mathcal{P}(v)\) and \(\mathcal{O}(v)\) we denote the mean of the probabilities and the mean of the number of observations for each partition component \(B_j\), i.e.

\[ \mathcal{P}(v) = \frac{1}{n} \sum_{k : p_k(v) \in B_j} p_k(v), \tag{26} \]

\[ \mathcal{O}(v) = \frac{1}{n} \sum_{k : o_k(v) \in B_j} o_k(v). \tag{27} \]

Moreover, by \(\sigma(v)\) we denote the climatological mean for all observations, i.e.

\[ \sigma(v) = \frac{1}{n} \sum_{j=1}^{a} o_j(v). \tag{28} \]

Then, the reliability is defined as

\[ \text{rel}(v) = \frac{1}{n} \sum_{j=1}^{n} n_j (\mathcal{P}(v) - \mathcal{O}(v))^2. \tag{29} \]

A small reliability is typical for a well-calibrated prediction model. Besides, the resolution is defined as

\[ \text{res}(v) = \frac{1}{n} \sum_{j=1}^{n} n_j (\sigma(v) - \mathcal{O}(v))^2. \tag{30} \]

It measures how large the means of the number of observations for each sub-interval differ from the climatological mean for all observations. Higher resolution means that the prediction model is able to distinguish between situations with different frequencies of occurrence. Last but not least, the uncertainty is given by

\[ \text{unc}(v) = \sigma(v)(1 - \sigma(v)), \tag{31} \]

which summarizes the variability of the observed events. The uncertainty does not depend on the prediction model. A low uncertainty value means that the observed events happen either with high or low frequency.

4.2.4. Brier skill score

The Brier score considered in Section 4.2.3 does not allow for a direct quantitative comparison of the accuracy of prediction models as it depends on the characteristics of the observed event. To draw a clear line between a good and a bad prediction model, the Brier skill score is used. The Brier skill score compares the Brier score \(\text{bs}(v)\) of the prediction model with the Brier score \(\text{bs}_s(v)\) of some reference model. Thus, the Brier skill score is defined as

\[ \text{bss}_s(v) = 1 - \frac{\text{bs}(v)}{\text{bs}_s(v)}. \tag{32} \]

Note that \(\text{bss}_s(v)\) takes its values in the interval \([-\infty, 1]\). If the reference model gives better results than the actually considered prediction model, the Brier skill score is negative and otherwise positive.

As reference model we consider the climatological model \(\sigma(v)\) often used as a benchmark for weather forecast models. Since for the climatological model reliability and resolution are equal to zero, the Brier score of the climatological model is equal to the uncertainty \(\text{unc}(v)\) leading to

\[ \text{bss}_s(v) = \frac{\text{res}(v) - \text{rel}(v)}{\text{unc}(v)}. \tag{33} \]

This implies that \(\text{bss}_s < 0\) holds if the resolution is smaller than the reliability. This is clearly an undesirable outcome, as the resolution should be high and the reliability small. Therefore, prediction models with \(\text{bss}_s < 0\) are commonly not considered.

4.2.5. Continuous ranked probability score

We consider the conditional cumulative distribution function of solar power supply \(\ell_{\text{GHI}=r}\) given a GHI forecast \(r\), and the corresponding measured solar power supply \(s\). Then, we define the continuous rank probability score as
crps = \int_{-\infty}^{\infty} \left[ F_{obs}(x) - F_{p}(x) \right]^2 \, dx \quad (34)

where \( F \) is the so-called cumulative-probability step function defined as
\[
F(x) = \begin{cases} 
0 & \text{if } x \leq s, \\
1 & \text{if } x > s.
\end{cases}
\quad (35)
\]

Furthermore, we compute
\[
crps = \frac{1}{n} \sum_{i=1}^{n} crps_i
\quad (36)
\]
to quantify how concentrated around the corresponding observations are the computed conditional densities given GHI forecasts. As a general rule we can state: the lower the crps, the better.

### 4.2.6. Validation for each feed-in point

In this section we consider the forecast period 11–12 UTC and the forecast lead time of one hour. We compute the bias, Brier score and Brier skill score for each feed-in point separately. Furthermore, we compute the empirical correlation coefficient \( \rho(v) \), see Eq. (2), of the observations \( o_i(v) \) and probabilities \( p_i(v) \).

The resulting validation scores are visualized in Fig. 9 for the threshold \( v = 0.8 \). The biases and Brier scores are near zero for all feed-in points, whereas almost all computed Brier skill scores and empirical correlation coefficients are high. This indicates that the prediction model proposed in Section 3 works quite well regardless of the considered location.

### 4.2.7. Validation for different lead times and hours of the day

It is commonly accepted that the longer the lead time is, the worse is the accuracy of forecasts. This effect is analyzed by merging the validation sets of all feed-in points and applying each validation score considered in Sections 4.2.2 to 4.2.6 to the whole validation set. The analysis becomes then independent of the location and enables us to sum up the information to a single value for each score. Not surprisingly, Table 3 shows that our model yields better results for the shortest lead time of 1 h than for longer lead times. However, the validation scores for longer forecast lead times are still highlighting good performance of the proposed model.

Finally, we applied our prediction model to GHI forecasts and solar power supply for different hours of the day. Table 4 shows very good validation scores for each 1 h-period, regardless of the considered hour of the day. Regarding most scores we get slightly worse results for 13–14 UTC and 17–18 UTC, but even in these cases the brier skill score is clearly greater than zero and the bias is almost zero.

### 4.3. Economic value of the forecast model

Distribution network operators have high interest in the economic value of prediction models. For that purpose, the value score VS is often
used to analyze the economic value of a forecast model compared to the climatological model, see Wilks (2011).

The computation of the value score is based on the so-called cost-loss ratio. In our case, the cost \( C \) is the cost of a curtailment which should be done if the solar plant generates more solar power supply than the predefined threshold. The loss \( L \) corresponds to the averaged economical damage caused by the overloading event when the predefined threshold is exceeded. Then, the cost-loss ratio is given by the quotient \( C/L \in [0, 1] \). It enables us to characterize various possible scenarios for which the value score can be computed.

To formally define the value score, the relative joint frequencies \( P_{0.0}, P_{1.0}, P_{0.1} \) and \( P_{1.1} \) given in Table 5 have to be considered.

Then, the value score VS is defined as

\[
VS = \begin{cases} 
\frac{(C/L)p_{0.0} + p_{1.0} - 1}{(C/L)(\sigma - 1)}, & \text{if } C/L < \sigma, \\
\frac{(C/L)p_{1.0} + p_{0.1} - \sigma}{\sigma(C/L) - 1}, & \text{if } C/L > \sigma.
\end{cases}
\]  

(37)

For more details regarding the interpretation of the value score, see Wilks (2011).

Following the approach of Wilks (2001), we compute the value score for the cost-loss ratio values equal to \((p_i + p_{i+1})/2\), where \(i \in \{1, \ldots, m-1\}\). The evolution of the value score with respect to the cost-loss ratio is illustrated in Fig. 10. The value score is positive for all considered cost-loss ratios which means that the proposed model is more valuable than the climatological model. Moreover, the proposed model shows a greater economic utility for decision making with value scores larger than 0.5 if \(C/L \in [0.12, 0.55]\).

### 4.4. Comparison with the quantile regression model

The accuracy of the copula model proposed in this paper is finally compared to the one of the quantile regression (QR) model. QR is a non-parametric approach to estimate conditional quantiles of a random variable, called predictand, given some independent random variables, called predictors. Linear QR assumes a linear relationship between the variable, called predictand and the global horizontal irradiation \(\text{GHI}\) for the sub-interval \(B_i\), for the predefined threshold \(v = 0.8\).

#### 4.4.1. Comparison between different hierarchy levels

Since overloading problems can occur at each hierarchy level of a distribution network, it is crucial that probabilistic predictions
quantifying the risk of overloading can be generated for several hierarchy levels. In fact, the consequences of a critical event are usually even larger the higher the hierarchy level is, where it occurs. Indeed, in such a case the solar power supply of a whole region might be interrupted. Consequently, it is convenient to have a flexible prediction model, which can be applied to different hierarchy levels of a distribution network.

Using the methods stated in Section 3.1 we compute and visualize conditional level-crossing probabilities for a certain threshold at feed-in points and communities. It turns out that there are less local disparities for communities than for feed-in points. In fact the aggregation of solar power supply causes a smoothing effect on the conditional probabilities, see Fig. 12.

Table 6 clearly shows the flexibility of our prediction model by comparing the averaged validation scores computed for communities with the averaged scores we get for individual feed-in points. Some scores for communities are even slightly better than for feed-in points. This stands to reason, since averaging over a certain number of feed-in points eliminates noise.

5. Conclusion

In this paper a probabilistic prediction model to quantify the risk of overloading at feed-in points was proposed. The model is based on hourly deterministic GHI forecasts and applies copula theory to compute the joint distribution of GHI forecast and solar power supply for each feed-in point. Based on marginal and joint distributions, conditional level-crossing probabilities for a certain threshold at feed-in points and communities. It is necessary to split the fitting and validation period in order to capture information relevant to seasonal variation. The way to split the data, if necessary, is not straightforward and may have to be undertaken by trial-and-error.

Besides, it may also be possible to integrate other factors, except GHI, that are correlated to the solar power supply. This will be investigated in a forthcoming paper using more advanced tools of copula theory such as nesting or vine copulas (Joc, 2014).
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